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1. Introduction

A theoretical treatment of the transition from vibrational to rotational spectra in the chain of Sm isotopes provides a good test for the adequacy of various nuclear models. At the phenomenological level, a great success has been achieved in the framework of the interacting boson model (IBM) [ref. 1)]. At the microscopic level, however, the situation appears to be much more complicated. The microscopic approaches dealing with this problem 2,3 generally start from the shell model in the quasiparticle representation, truncate the fermion basis so as to include only quadrupole (J=2) two-quasiparticle excitations (both the collective and the non-collective ones) and map the truncated fermion problem onto the boson space using the boson expansion technique 4. The work of Kishimoto and Tamura 2) makes use of the Holstein-Primakoff boson mapping 5) which represents the original fermion hamiltonian as an infinite series in the boson operators. Convergence of this series is sufficiently fast when only the collective quadrupole bosons are retained 6) but it is much slower if the non-collective bosons are taken into account 7). Since the non-collective bosons were found 2) to play an important role just in the transitional region, the inclusion of the higher-order boson interactions in the hamiltonian turns out to be inevitable. In order to avoid this difficulty, Tsukuma, Thorn and Takada (TTT) have proposed 3) to use the Dyson mapping 8) which is free from the problem of convergence. Applications of the Dyson mapping have long been impeded by the fact that the mapping is non-unitary and thus leads to a non-her-
mitian boson hamiltonian. Today, however, this problem is completely solved, and therefore, one can fully exploit the finiteness of the Dyson boson expansion. Nevertheless, in spite of all the advantages and a great utility of the Dyson mapping in the description of nuclear properties, TTT [ref. 3] were unable to reproduce the shape transition from the spherical (vibrational) nuclei to the deformed (rotational) ones in the chain of Sm isotopes.

The purpose of the present paper is to show that the failure of the TTT approach can most likely be attributed to the neglect of the higher-multipole \((J>2)\) bosons. In fact, it is well known that a satisfactory microscopic description of the low-lying states in deformed nuclei requires an explicit inclusion of at least the \(J=4\) bosons, corresponding to the \(J=4\) fermion pairs. We use the Dyson mapping here as TTT did in ref. 3, but we apply it directly to the shell-model hamiltonian without performing the quasiparticle transformation. Instead of restricting in advance the fermion space to the subspace of quadrupole \((J=2)\) pairs, we first map the entire fermion space onto a boson one and then apply an appropriate variational principle to the mapped boson hamiltonian. This procedure enables us to take into account the bosons with all admissible angular momenta. As will be seen, there is a considerable increase in the percentage of \(J=4\) bosons in the variational wave function at \(A=152\) (\(A\) is the mass number of a nucleus) and it is just this fact that leads to a good reproduction of the shape transition from the spherical to the deformed region.

The paper is arranged as follows. In sect. 2 we give an outline of the method. Sect. 3 contains our numerical results and their comparison with experiment as well as with the results of other approaches, namely the phenomenological IBM [ref. 4] and the microscopic TTT [ref. 3]. Conclusions from our investigations are collected in sect. 4.

2. Outline of the method

2.1. BOSON IMAGE OF THE SHELL-MODEL HAMILTONIAN

We start from the description of a heavy nucleus as a system of \(n_p\) valence protons and \(n_n\) valence neutrons distributed over different shell-model orbitals. We confine our discussion to even-even nuclei only. The associated shell-model hamiltonian can be written as a sum of a hamiltonian for protons and neutrons separately plus a term describing an interaction between protons and neutrons:

\[
H = H(p) + H(n) + V(pn),
\]

where \(T(p)\) designates proton (neutron). The hamiltonian for identical nucleons is taken to have the form

\[
H(p) = \sum_p \epsilon_p C_p^+ C_p + \frac{1}{2} \sum_{K\Lambda K'\Lambda'} G_{p,\Lambda K p', \Lambda'} C_p^+ C_{p'} C_{p, \Lambda K} C_{p', \Lambda'} + \frac{1}{2} \sum_{p_1 p_2 p_3 p_4} F_{p_1 p_2 p_3 p_4} C_{p_1}^+ C_{p_2}^+ C_{p_3} C_{p_4},
\]

where \(p\) is either \(p\) or \(n\), the indices \(p_i\) completely specify the shell-model single-particle states, \(P_i = (n_i^p, l_i^p, j_i^p, m_i^p)\), \(C_{p_i}^+ (C_{p_i})\) are the creation (annihilation) operators for nucleons in these states, \(E_{p_i}\) are the corresponding single-particle energies and \(G_{p_1 p_2 p_3 p_4}\), \(F_{p_1 p_2 p_3 p_4}\) are matrix elements of an effective nucleon-nucleon interaction. We assume that the interaction \(G_{p_1 p_2 p_3 p_4}\) is coherent in the particle-particle channel and is antisymmetrized, while \(F_{p_1 p_2 p_3 p_4}\) is coherent in the particle-hole channel and is not antisymmetrized. A special type of this interaction is the \(P_x + P_y + QQ\) force which has been used by TTT in ref. 3 and which will be employed in the present calculation as well. The last term \(V(pn)\) in (2.1) represents the proton-neutron interaction and is given by

\[
V(pn) = \frac{1}{2} \sum_{k, l} V_{k, l} C_{k}^+ C_{l} C_{k, l}^+ C_{l, l}.
\]
All the interactions involved in (2.1) are supposed to have the usual hermitian and time reversal properties.

For the purpose of analyzing the original fermion problem in the boson space, one introduces the ideal boson creation and annihilation operators $b^+_P, b^-_P$, which satisfy the following anti-symmetry and commutation relations

\[ b^+_P = -b^-_P, \quad (2.4a) \]

\[
\begin{align*}
[b^-_P, b^-_{P'}] & = [b^+_P, b^+_{P'}] = 0 \\
[b^-_P, b^+_P] & = \delta_{PP'} - \delta_{PP'} \\
[b^-_P, b^+_P'] & = [b^+_P, b^-_{P'}] = 0, \quad (2.4b)
\end{align*}
\]

where $p' = \sigma$ if $p = \tau$ and $p' = \tau$ if $p = \sigma$. We do not consider the $b^+_{\sigma\tau}$ bosons here since there is no indication for their importance in heavy nuclei, where protons and neutrons occupy very different single-particle orbitals. The whole ideal boson space is spanned by the many-boson states of the form

\[ \prod_{\sigma, \tau} b^+_P b^+_P \ldots b^+_P b^-_P b^-_P \vert 0 \rangle_b, \]

where $\vert 0 \rangle_b$ is the boson vacuum, $b^+_P b^-_P \vert 0 \rangle_b = 0$. Those states which properly take into account the Pauli principle and thus are in one-to-one correspondence with the fermion states, define the so-called physical boson subspace. It is this subspace in which the actual calculations have to be carried out in order to avoid spurious solutions.

As is well known, it is possible to construct a finite boson realization of the algebra generated by the bifermion operators $c^+_\tau, c^-_\tau, c^+_\sigma, c^-_\sigma, c^+_\tau, c^-_\tau$ in terms of the boson operators $b^+_P, b^-_P$. This is the famous non-unitary mapping introduced by Dyson:

\[ c^+_\tau, c^-_\tau, c^+_\sigma, c^-_\sigma, c^+_\tau, c^-_\tau \rightarrow b^+_P b^-_P, \quad (2.5) \]

\[ c^+_\tau, c^-_\tau, c^+_\sigma, c^-_\sigma, c^+_\tau, c^-_\tau \rightarrow \sum_{\tau, \sigma} b^+_P b^-_P, \quad (2.5c) \]

In recent years, the theory based on eqs. (2.5) has proved to yield a powerful method for investigating nuclear collective motion. With the help of (2.2), (2.3), and (2.5) we can easily find an exact non-hermitian boson image of the shell-model hamiltonian (2.1) and treat it within an appropriate hermitization procedure. Alternatively, we can rearrange the identical nucleon hamiltonian (2.2) into the form

\[
H(p) = \sum_{\tau, \sigma} (\epsilon_\tau, \delta_\sigma + \frac{1}{4} \sum_{\tau', \sigma'} G_{\tau, \tau', \sigma, \sigma'} c^+_\tau c^-_\tau c^+_\sigma c^-_\sigma + \frac{1}{2} \sum_{\tau, \sigma} W_{\tau, \sigma} c^+_\tau c^-_\tau c^+_\sigma c^-_\sigma, \quad (2.6)
\]

where

\[ W_{\tau, \sigma} = G_{\tau, \tau', \sigma, \sigma'} + 2 F_{\tau, \tau', \sigma, \sigma'} , \quad (2.7) \]

and use only the mapping (2.5c) for the $c^+ c^-$-type operators.

Both versions of the bosonization procedure are completely equivalent but the latter provides directly a hermitian boson hamiltonian, so that the additional hermitization procedure can be avoided. Using (2.6), (2.3), and (2.5c), the hermitian Dyson boson image of the original shell-model hamiltonian (2.1) can be written (in the normal ordered form with respect to the boson vacuum $\vert 0 \rangle_b$) as

\[ H_b = H_b^0 + H_b^1 + V_b(r), \quad (2.8) \]

where

\[ H_b^0(f) = \sum_{\tau, \sigma} (\epsilon_\tau, \delta_\sigma + \frac{1}{4} \sum_{\tau', \sigma'} F_{\tau, \tau', \sigma, \sigma'} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma + \frac{1}{2} \sum_{\tau, \sigma} W_{\tau, \sigma} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma , \quad (2.9a) \]

\[ H_b^1(f) = \sum_{\tau, \sigma} (\epsilon_\tau, \delta_\sigma + \frac{1}{4} \sum_{\tau', \sigma'} F_{\tau, \tau', \sigma, \sigma'} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma , \quad (2.9b) \]

\[ H_b^2(f) = \sum_{\tau, \sigma} (\epsilon_\tau, \delta_\sigma + \frac{1}{4} \sum_{\tau', \sigma'} F_{\tau, \tau', \sigma, \sigma'} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma , \quad (2.9c) \]

\[ H_b^3(f) = \frac{1}{2} \sum_{\tau, \sigma} W_{\tau, \sigma} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma , \quad (2.9d) \]

\[ V_b(r) = \frac{1}{4} \sum_{\tau, \sigma, \tau', \sigma'} V_{\tau, \tau', \sigma, \sigma'} b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma b^+_\tau b^-_\tau b^+_\sigma b^-_\sigma , \quad (2.10) \]
It should be emphasized that a hermitian Dyson Hamiltonian with at most two-body boson terms (which is in fact also the Holstein-Primakoff image) has been obtained due to the fact that the mapping was applied directly to the original shell-model Hamiltonian and not to its quasiparticle representation. As is well known, the latter produces a number-non-conserving fermion Hamiltonian, which always leads either to the non-hermitian Dyson image with up to three-body boson terms or to the hermitian Holstein-Primakoff image represented by an infinite series in the boson operators. It is also worth remarking that the present form of the boson Hamiltonian commutes with the projection operator onto the physical boson subspace, which is not the case when working in the quasiparticle representation.

2.2. PHYSICAL BOSON STATES

As already mentioned, any calculation in the boson space is relevant to the underlying fermion problem only when it is carried out in the physical boson subspace in which every boson state has its fermion counterpart. It was originally shown by Janssen et al.\(^{(4)}\) and later elaborated by L"{u}\(^{(5)}\) and Fark\(^{(6)}\) that a normalized physical \(N_F\)-boson state \(\left|N_F; \{ \bar{n}_F \} \right>_B\) had to satisfy the condition

\[
\left< N_F; \{ \bar{n}_F \} \left| \hat{S}_B(\rho) \right| N_F; \{ \bar{n}'_F \} \right>_B \geq 2N_F (2N_F - 1),
\]

(2.11)

where

\[
\hat{S}_B(\rho) = \sum_{\bar{n}_F} \sum_{\bar{n}'_F} \rho_{\bar{n}_F}^{\dagger} \bar{b}_{\bar{n}_F} \bar{b}_{\bar{n}'_F} = \sum_{\bar{n}_F} \sum_{\bar{n}'_F} \rho_{\bar{n}_F}^{\dagger} \bar{b}_{\bar{n}'_F} \bar{b}_{\bar{n}_F} = \sum_{\bar{n}_F} \sum_{\bar{n}'_F} \rho_{\bar{n}_F}^{\dagger} \bar{b}_{\bar{n}_F} \bar{b}_{\bar{n}'_F} \bar{b}_{\bar{n}_F} \bar{b}_{\bar{n}'_F}
\]

(2.12)

and \(\rho\) is either \(\tau\) or \(\nu\). The operator \(\hat{S}_B(\rho)\) is nothing but the Dyson boson image of the fermion operator

\[
\hat{S}(\rho) = \bar{n}_F (\bar{n}_F - 1);
\]

(2.13)

written in the normal-ordered form

\[
\hat{S}(\rho) = \sum_{\bar{n}_F} \bar{c}_{\bar{n}_F} \bar{c}_{\bar{n}_F} \bar{c}_{\bar{n}_F} \bar{c}_{\bar{n}_F}.
\]

(2.14)

As before, \(\hat{S}_B(\rho)\) is also the Holstein-Primakoff image of \(\hat{S}(\rho)\). Realizing that \(n_F = 2\bar{n}_F\) and the operator \(\hat{S}_B(\rho)\) antisymmetrizes the indices belonging to different bosons in a many-boson state, the condition (2.11) can easily be understood as the requirement that the state \(\left|N_F; \{ \bar{n}_F \} \right>_B\) is completely antisymmetrized in all the boson indices, and consequently, it satisfies the Pauli principle for fermions. In the following we will restrict our discussion to the states \(\left|N_F; \{ \bar{n}_F \} \right>_B\) only.

2.3. THE MEAN-FIELD APPROXIMATION

The diagonalization of the boson Hamiltonian (2.8) in the physical boson basis is completely equivalent to the full shell-model calculation and hence impracticable in general cases. An application to real nuclei thus requires an adequate approximation which consists in truncating the basis to a small set of collective degrees of freedom. How to perform this truncation is the crucial problem which lies at the very heart of the microscopic theory of nuclear collective motion. Various approaches have been suggested to deal with this problem\(^{(4,13)}\). Their common feature is that they are based (in one or another way) on the mean-field approximation (MFA)\(^{(4)}\). The basic idea behind the MFA is to apply an appropriate variational principle to the Hamiltonian in order to get the ground state of the system considered (the Hartree approximation - HA) and then to generate the lowest excited states in the framework of the Thomas-Fermi approximation (TDA) or the random phase approximation (RPA). The variational procedure can be applied either to the fermion Hamiltonian\(^{(4,13)}\) or to the boson one\(^{(4,14,18)}\). Both the phenomenological\(^{(4)}\) and the microscopically derived\(^{(4,18)}\) boson Hamiltonians have been used. Working with the latter, however, an explicit restriction of the variational space to the physical boson subspace seems to be
important\(^{24,25}\), although in some special cases (e.g. not-too-large numbers of bosons \(o_f\) and a specific interaction) the neglect of the Pauli principle in the boson space still leads to reasonable results\(^{24}\).

In this work, we apply the MFA to the mapped boson hamiltonian (2.8) and the Pauli principle is taken into account through the condition (2.17). We assume that the boson ground-state \((GS)\) wave function has the form

\[
| GS; N_v, N_o \rangle_0 = \frac{1}{\sqrt{N_v N_o}} (B^{\dagger}(\nu) B^{\dagger}(\nu))^{N_v} | 0 \rangle_0 \, ,
\]

where \(N_v (f \cdot \tau, \nu)\) is half the number of valence nucleons of type \(f\) \((N_v = \frac{N_v}{2})\) and

\[
B^{\dagger}(\nu) = \frac{1}{\sqrt{N_v}} \sum_{f \cdot \nu} X^{f}_{f \cdot \nu} b^{\dagger}_{f \cdot \nu} \, .
\]

The particular collective bosons (2.16), hereafter referred to as the Hartree bosons, are specified in terms of the coefficients \(X^{f}_{f \cdot \nu}\) which are regarded as variational parameters and determined by minimizing the expectation value of the hamiltonian (2.8) in the state (2.15) under the restrictions

\[
\begin{align*}
\left[ B_{o}(\nu), B^{\dagger}(\nu') \right] = \delta_{\nu \nu'} \, , \\
\langle GS; N_v, N_o | \hat{S}_{o}(\nu') | GS; N_v, N_o \rangle_0 = 2N_v (2N_v - 1) \, ,
\end{align*}
\]

where \(\hat{S}_{o}(\nu)\) is given by (2.12). In order to reduce the number of independent variational parameters, we impose on \(X^{f}_{f \cdot \nu}\) the following symmetry requirements:

\[
\begin{align*}
X^{f}_{f \cdot \nu} &= -X^{f}_{-f \cdot \nu} \, , \\
X^{f}_{f \cdot \nu} &= \tilde{T}_{f \cdot \nu} X^{f}_{-f \cdot \nu} \, ; \quad \tilde{T}_{f \cdot \nu} &= (\gamma^{f \cdot \nu})^{m_{f \cdot \nu}} \, , \\
X^{f}_{f \cdot \nu} &= \delta^{m_{f \cdot \nu}} X^{f}_{-f \cdot \nu} \, .
\end{align*}
\]

Eq. (2.19) reflects the Pauli principle for the one-boson states [see (2.4a)], the condition (2.20) expresses time reversal invariance and (2.21) restricts the ground state (2.15) to be axially symmetric \((K = 0)\).

The restricted variational calculation leads to the standard non-linear eigenvalue problem\(^{24}\). The eigenvector corresponding to the lowest eigenvalue yields the amplitudes \(X^{p}_{p \cdot \nu}\) which define the Hartree bosons (2.16) and thus the boson ground state (2.15). The remaining eigenvectors, associated with higher eigenvalues, provide a set of "excited" bosons \(B^{\dagger}_{o}(\nu)\) orthogonal to \(B_{o}(\nu)\),

\[
B^{\dagger}_{o}(\nu) = \frac{1}{\sqrt{N_v}} \sum_{f \cdot \nu} X^{f}_{f \cdot \nu} b^{\dagger}_{f \cdot \nu} \, ,
\]

\[
\sum_{f \cdot \nu} X^{f}_{f \cdot \nu} X^{f}_{f \cdot \nu} = 0 \, .
\]

In terms of \(B^{\dagger}_{o}(\nu)\), we can define the following one-boson excitations of the condensate (2.15):

\[
\langle \omega, \nu; N_v, N_o \rangle_0 = B^{\dagger}_{o}(\nu) | GS; N_v - 1, N_o \rangle_0 \, ,
\]

\[
\langle \omega, \nu; N_v, N_o \rangle_0 = B^{\dagger}_{o}(\nu) | GS; N_v, N_v - 1 \rangle_0 \, .
\]

The states (2.23) form the TDA basis for diagonalizing the Dyson hamiltonian \(\hat{H}_{o}\). The resulting eigenvectors can be written as

\[
| \omega, \nu; N_v, N_o \rangle_0 = \sum_{\omega} X^{\omega}_{\omega}(\nu) | \omega, \nu; N_v, N_o \rangle_0 + \sum_{\omega} X^{\omega}_{\omega}(\nu) | \omega, \nu; N_v, N_o \rangle_0 \, ,
\]

and they describe the excited \(K = 0\) states \((i = 1, 2, \ldots)\) of the system under consideration within the bosonic TDA.

Before proceeding further, a remark about the physical character of the boson states (2.24) is in order. Since the amplitudes \(X^{\omega}_{\omega}(\nu)\) are solutions of the same equations as \(X^{f}_{f \cdot \nu}\), they satisfy the condition (2.17), implying that the TDA basis (2.23) is physical. As mentioned at the end of the subsection 2.1, the present form of the Dyson hamiltonian \(\hat{H}_{o}\) commutes with the projector onto the physical boson subspace. Consequently, the diagonalization of \(\hat{H}_{o}\) in the physical basis (2.23) has to produce physical eigenstates.
2.4. ANGULAR MOMENTUM STRUCTURE OF THE MF BOSON STATES

In accordance with the structure of the boson hamiltonian [see eqs. (2.8) - (2.10)], we can define a set of one-boson eigenstates of $\mathbf{H}_b$ with a definite angular momentum $J_M$,

$$\mathbf{H}_b \mathbf{b}^{+}_{J\sigma}(p) \mathbf{b}_{J\sigma}(p) = E_{J\sigma}(p) \mathbf{b}^{+}_{J\sigma}(p) \mathbf{b}_{J\sigma}(p),$$

(2.25)

$$b^{+}_{2M_\sigma}(p) = \sum_{J\sigma} \frac{1}{\sqrt{2}} \frac{\psi_{J\sigma}(p) \langle j; m_j, m_l | J \rangle b^{+}_{J\sigma}(p)}{\sqrt{2}},$$

(2.26)

$$l = (\ell', \ell, j', j) \Rightarrow \sigma = (\ell, \ell'),$$

where $\langle j; m_j, m_l | J \rangle$ is the usual Clebsch-Gordan coefficient and the index $\sigma$ with values $0, 1, 2, \ldots$ distinguishes between bosons with the same $J$ so that the energy $E_{J\sigma}(p)$ increases with $\sigma$. In terms of the $b^{+}_{2M_\sigma}(p)$ - operators one can express the mean-field (MF) bosons $b^{+}_a(p)$ ($a = 0, \sigma$) as

$$b^{+}_a(p) = \sum_{J \sigma} \frac{\sqrt{2}}{\sqrt{2}} u_{J\sigma}(p) \mathbf{b}^{+}_{J\sigma}(p),$$

(2.27)

where

$$u_{J\sigma}(p) = \sum_{J \sigma} \frac{\psi_{J\sigma}(p) \chi_{J\sigma}(p) \langle j; m_j, m_l | J \rangle}{\sqrt{2}}; a = 0, \sigma.$$  (2.28)

Making use of the relations (2.19) - (2.21) and exploiting the symmetry properties of the Clebsch-Gordan coefficients, it is easy to see that only the amplitudes $u^{\alpha}_{J\sigma}(p)$ with even $J$ are present in the expansion (2.27).

The MF boson states (2.25) and (2.26) can be viewed as intrinsic states from which the ones with definite angular momenta are obtained by projecting out the desired component,

$$| \omega; J M \rangle_B = N_{0; J} P_{H0} | \omega; N_0, N_0 \rangle_B; \quad \omega = GS, i,$$

(2.29)

where $N_{0; J}$ is the normalization constant and

$$P_{H0} = \frac{2J + 1}{8\pi} \int d^2 \hat{R}(\hat{a}) \hat{R}(\hat{a}) d\hat{a},$$

is the angular momentum projection operator.

The excitation energies of the states (2.29) are then simply given by

$$E_{J\sigma} = \langle \omega; J M | \hat{H}_b | \omega; J M \rangle_B - \langle \omega; 00 | \hat{H}_b | \omega; 00 \rangle_B.$$  (2.30)

2.5. TRANSITION OPERATORS

The proper theoretical treatment of electromagnetic transitions in nuclei is traditionally considered to provide a powerful tool for our understanding of nuclear properties. In particular, the analysis of electron scattering from nuclei supplies valuable and detailed information on the structure of nuclear states. In this paper we will confine ourselves to the $E1$ transitions. The associated transition operators are written as

$$\hat{T}_{E1}(r) = \hat{T}^{\sigma}_{E1}(r) + \hat{T}^{\pi}_{E1}(r),$$

(2.31)

$$\hat{T}^{\sigma}_{E1}(r) = e \sum_{\lambda \mu} \sum_{\lambda \mu} \langle \phi_{\lambda \mu}^{\sigma}(r) \phi_{\lambda \mu}(r) \rangle \langle \gamma_{\lambda \mu}^{\sigma}(r) | C_{\mu} C_{\mu} \rangle P_{\lambda},$$

(2.32)

where $e$ is the nucleon effective charge, $\phi_{\lambda \mu}(r)$ stands for the radial part of the nucleon single-particle wave function and $\gamma_{\lambda \mu}$ are the usual spherical harmonics. The boson image $\hat{T}^{\sigma}_{E1}(r)$ of $\hat{T}_{E1}(r)$ is obtained through the replacement of the fermion operator $C_{\mu}^\dagger C_{\mu}$ in (2.31) by its boson counterpart according to (2.5a). The transition density of multipolarity $\lambda$ from an initial nuclear state $| i \rangle$ to the final one $| f \rangle$ can then be expressed as

$$\langle f | T^{\lambda}_{E1}(r) | i \rangle = \langle f | T^{\sigma}_{E1}(r) | \omega; J_i \rangle_B \langle \omega; J_i | \omega; J_f \rangle_B.$$  (2.33)

where the symbol $\langle \ldots | | \ldots \rangle$ denotes the reduced matrix element and the boson states $| \omega; J_i \rangle_B$ and $| \omega; J_f \rangle_B$ are defined by eq. (2.29). The transition densities (2.32) are assumed to be normalized so that

$$\langle f | T^{\lambda}_{E1}(r) | i \rangle^2 = \int_0^\infty | f T^{\lambda}_{E1}(r) r^{\lambda+2} dr|^2.$$  (2.34)
3. Application to $^{146-148}$Sm.

3.1. SHELL-MODEL SPACE AND INTERACTION

We have applied the mean-field boson approach, described in the previous section, to the Sm isotopes in order to see whether it is able to account for the characteristic changes in the energy spectra and E2 transitions when moving from $^{146}$Sm towards $^{148}$Sm.

The active single-particle orbits were chosen to be $1g_{9/2}$, $1d_{5/2}$, $2d_{5/2}$, $1h_{9/2}$, $2h_{11/2}$, $3d_{3/2}$, $1i_{13/2}$, $2i_{15/2}$, $3i_{13/2}$, $3f_{5/2}$, $5p_{1/2}$, $11/2$, $2g_{7/2}$ for neutrons. Their energies were taken from ref. 18. The associated single-particle wave functions were assumed to be the harmonic-oscillator ones with the oscillator parameter $b = 1.0 \text{ fm}$ ($\lambda$ is the mass number of a nucleus).

With the above choice of single-particle orbits there are 40 inactive protons and 70 inactive neutrons, so that for $^{146-148}$Sm one has $n_p = 22$ valence protons and $n_n = 14 - 24$ valence neutrons. The corresponding boson numbers $n_p$ and $n_n$, appearing in (2.15), are therefore equal to 11 and 7 - 12, respectively.

The proton-proton and neutron-neutron interaction used in the present work consists of the monopole pairing ($P_0$), the quadrupole pairing ($P_2$) and the quadrupole-quadrupole (QQ) force,

$$V_{(pp)} = -i \frac{1}{2} G_{(p)} \hat{P}^+_Q(p) \hat{P}^-_Q(p) - i \frac{1}{2} G_{(p)} \sum_H \hat{Q}^+_I(p) \hat{Q}^-_I(p) = \frac{1}{2} \kappa_p \sum_H \hat{Q}^+_I(p) \hat{Q}^-_I(p) \quad \text{(p = P, Q)}$$

(3.1)

while the proton-neutron interaction is assumed to be represented by the pure quadrupole-quadrupole (QQ) force,

$$V_{(pN)} = -i \frac{1}{2} \kappa_{pN} \sum_H \hat{Q}^+_I(p) \hat{Q}^-_I(p) \quad \text{(3.2)}$$

The numbers $G_{(p)}$, $G_{(p)}$, $\kappa_p$, $\kappa_{pN}$ are the respective strength parameters and the operators $\hat{P}^+_Q(p)$, $\hat{P}^-_Q(p)$, $\hat{Q}^+_I(p)$ are defined through

$$\hat{P}^+_Q(p) = \sum_H \gamma_H \hat{c}_{pH},$$

$$\hat{P}^-_Q(p) = \sum_H \langle p | r^2 Y_{1m} | p' \rangle \gamma_{H} \hat{c}_{pH},$$

$$\hat{Q}^+_I(p) = \sum_H \langle p | r^2 Y_{1m} | p' \rangle \hat{c}_{pH},$$

(3.3)

with $\gamma_H$, $\gamma_H$ specified in (2.20). The interaction (3.1) corresponds to the matrix elements

$$G_{(p)pN} = -G_{(p)} \gamma_{H} \gamma_{H} \gamma_{H} \gamma_{H} - i G_{(p)} \sum_H \langle p | r^2 Y_{1m} | p' \rangle \langle p | r^2 Y_{1m} | p' \rangle,$$

$$F_{(p)pN} = -i \kappa_{pN} \sum_H \langle p | r^2 Y_{1m} | p' \rangle \langle p | r^2 Y_{1m} | p' \rangle,$$

(3.4)

appearing in the hamiltonian (2.2). Similarly, the interaction (3.2) yields

$$V_{(pN)}, V_{(pN)} = -c_{pN} \sum_H \langle p | r^2 Y_{1m} | p' \rangle \langle p | r^2 Y_{1m} | p' \rangle \quad \text{(3.3)}$$

(see eq. (2.3).) The strengths $G_{(p)}$, $G_{(p)}$, $\kappa_p$ and $\kappa_{pN}$ are taken to be $18,19)$

$$G_{(p)} = G_{(p)} = G_{(p)} = \frac{30}{A} \text{ MeV},$$

$$\kappa_p = \kappa_p = \kappa = 10 \gamma \text{ fm} \gamma \text{ MeV},$$

(3.5)

$$G_{(p)} = G_{(p)} = G_{(p)} = 0.7 \gamma \text{ MeV}.$$

For calculating the E2 transition densities we have used the effective charges

$$e_{ef}^2 = 1.5 e, \quad e_{ef}^2 = 0.5 e, \quad \text{(3.6)}$$

where $e$ is the "bare" charge of a proton. The above parameters except $G_{(p)}$ and $e_{ef}^2$ are rather similar to those employed by TTT [ref. 3)]

3.2. LOW-ENERGY SPECTRA AND E2 TRANSITIONS

The calculated excitation energies of the lowest $e^+$ and $4^+$ states [eq. (2.3c) with $e^+ = GS, J = 2,4^+$] are shown (as full lines) in figs. 1 and 2, respectively. For comparison, we also display the experimental values [19] (circles), the TTT results
of ref. 3) (dotted lines) and the phenomenological IBM results 4) (dashed lines). As is seen from the figure, our results exhibit a more systematic behaviour and they provide a better explanation of experimental data in the region $A \approx 150$ than the results of TTT. A good agreement of our results with the phenomenological IBM also indicates that the present approach may have certain relevance with respect to the microscopic foundation of the IBM. The most interesting observation, however, is the fact that, unlike TTT, we are able to reproduce the phase transition at $A = 150-152$ quite nicely. This is seen very clearly from fig. 3, where the ratio $E(4^+)/E(4^+_1)$ is drawn.

![Fig. 1](image1.png)

**Fig. 1.** Excitation energies of the $2^+_1$-states in $^{146-156}$Sm. The solid line connects the values calculated in the present work (PW) according to eq. (2.30) with $\omega = 0$ and $J=2$. The single-particle space and the nucleon-nucleon interaction are described in subsect. 3.1. The results are compared with: (a) the experimental data (circles - ref. 23); (b) the IBM results (dashed line - ref. 14); (c) the results of Thorn, Tsukuma and Sakada (TTT) (dotted line - ref. 3).

![Fig. 2](image2.png)

**Fig. 2.** The same as in fig. 1 for the $4^+_1$-states.

![Fig. 3](image3.png)

**Fig. 3.** The ratio $E(4^+)/E(2^+_1)$ calculated with the values displayed in figs 1 and 2.

![Fig. 4](image4.png)

**Fig. 4.** Excitation energies of the $0^+_2$ states in $^{146-156}$Sm. The results of the present work (PW - solid line) are obtained using eq. (2.30) with $\omega = i = 1$ [see (2.24)] and $J=0$. The experimental values 23) and the IBM results 14) are shown for comparison.

In order to see whether these results are not accidental, we have also calculated other quantities that exhibit characteristic changes during the transition from the spherical to the deformed region. In fig. 4 we show the excitation energies of the second (the first excited) $0^+_2$ state calculated according to eq. (2.30) with $\omega = i = 1$ and $J=0$. The results (solid line) are seen to reproduce the qualitative behaviour of experimental data quite well. Unfortunately, TTT have not reported the results of their
approach for the $0^+_2$ states, and therefore, we compare our results only with those of the phenomenological IBM \(^{14}\)). As is well known, the phase transition in $^{152,154}$Sm manifests itself as a sharp enhancement of the B(2$\rightarrow$0$^+_2$) rate. The respective values calculated using eqs. (2.31) - (2.33) are shown in fig. 5. They reproduce the experimental data remarkably well and they are fully comparable with the IBM results. Even a more stringent test of our approach is provided by the $0^+_2 \rightarrow 2^+_1$ transition densities, calculated according to eq. (2.32) and displayed in fig. 6.

Comparison with experimental data and the IBM results is very encouraging in favour of the present microscopic method. In particular, it is worth noticing that the "peak" value in $^{152}$Sm is reproduced better than in the framework of the IBM.

3.3. THE ROLE OF BOSONS WITH DIFFERENT ANGULAR MOMENTA

As is shown in the preceding subsection, we have succeeded in reproducing the sudden phase transition associated with the change of nuclear shape in the Sm isotopes. On the other hand, TTT have failed in doing the same. Therefore, a natural question arises, what is the principal difference between the two approaches. An answer to the question can be found in the structure of the wave functions. In the table we show the quantities $|T_{JM}(P)|^2 \cdot P \cdot \nu^3$ [see eqs. (2.27), (2.28)], which give the probabilities of finding the $\nu$-th boson with angular momentum $J$ in the GS condensate (2.15).

It is seen from the table that the angular momentum structure of the boson condensate changes considerably with the varying mass number. While for $A = 146 - 150$ the GS bosons $\mathbf{3}_0(\nu)$, $\mathbf{5}_2(\nu)$ are dominated by the $J=0$ ($s$) and $J=2$ ($d$) components with an increasing relative importance of the latter, there is a noticeable increase in the percentage (from $\sim 10\%$ to roughly $30\%$) of the higher-multipole ($Jd\gamma$) bosons for $A \geq 152$. Especially the $J=4$ ($r$) bosons appear to be the most important ones. However, since the amount of a particular boson with given $J$ in the mean-field condensate is generally considered to be a poor measure of its dynamical role in the description of physical observables \(^{16}\)), we have calculated the ratio $E(4^+)/E(2^+_1)$ and the $\mathbf{3}(2^+_1; 0^+_2 \rightarrow 2^+_1)$ values in two approximations in which the angular momentum structure of the GS wave function is restricted to contain only $s$ and $d$ bosons, respectively. The results are displayed in fig. 7 and they clearly show that for a correct reproduction of the phase transition.
TABLE

The structure of the Hartree bosons $\mathcal{B}_g^0(\pi), B_g^0(\nu)$

<table>
<thead>
<tr>
<th>$J$</th>
<th>$s$</th>
<th>$s$</th>
<th>$s$</th>
<th>$s$</th>
<th>$s$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>0.52</td>
<td>0.48</td>
<td>0.51</td>
<td>0.45</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>$1$</td>
<td>0.13</td>
<td>0.09</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>$2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$0$</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>$1$</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$3$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$0$</td>
<td>0.11</td>
<td>0.09</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$1$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$2$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$3$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Fig. 7. The ratio $R(\eta^1)/R(\eta^2)$ (upper part) and the $R(\eta_2, \eta_1^0, \eta_0^2)$ values (lower part) in $146-154 \text{Sm}$, calculated within the present method in different approximations for the angular momentum structure of the mean-field (MF) boson condensate (2,15). The solid lines are obtained in the case when the MF wave function is truncated so as to obtain the $J_0(\pi), J_2(\pi)$, and $J_4(\pi)$ bosons. The dashed-dotted lines correspond to the truncation to $s$- and $d$-bosons only.

around $A=150-152$ the $g$-bosons are of crucial importance. It is just this point that we believe to be the main reason for the failure of the TTT approach where only the quadrupole (d) bosons were considered (the s-bosons being taken into account through the quasiparticle transformation).

4. Summary and conclusions

In this paper, we have shown that a combined use of the Dyson boson mapping and the mean-field (MF) approximation is capable of describing the phase transition in the chain of Sm isotopes. In contrast to other approaches, the boson mapping has been applied directly to the shell-model Hamiltonian without introducing the quasiparticle transformation. An appropriate physical boson subspace satisfying the Pauli principle has been selected by imposing a subsidiary constraint on the variational parameters in the MF boson wave functions. The rotational symmetry, which is broken in
the MF approach, has been restored through the angular momentum projection. In order to get an idea on the reliability of the present approach, we have calculated both the global characteristics, such as the low-energy spectra and B(E2) values, and the differential ones, namely the E2 transition densities. The results have been compared with those of the phenomenological IBM [ ref. 9)] and those of the quasiparticle approach of TTT [ ref. 1)]. We have also analyzed the angular momentum structure of the MF boson GS wave function and the role of different components in reproducing physical observables. The main conclusions from our investigation can be summarized as follows:

(i) The proposed method provides a satisfactory and unified microscopic description of the low-energy spectra, B(E2) values and E2 transition densities in the whole chain of even-even isotopes $^{46-152}$Sm, including the sudden phase transition from spherical to deformed shape in the region $A = 150 - 152$.

(ii) The results obtained within the present approach are comparable in quality with those resulting from the phenomenological IBM. At the same time, they are superior to the results obtained microscopically by TTT in ref. 1).

(iii) Being free from the quasiparticle transformation, our method leads directly to a one- plus two- body hermitian boson Hamiltonian, thereby avoiding the necessity of a hermitization procedure. For the same reason, the present method does not involve the problem of identifying and removing the spurious states associated with the particle number non-conservation.

(iv) We have found that the bosons with angular momentum $J=4$ (G-bosons) play a crucial role in the adequate description of the phase transition in the Sm isotopes. This fact can probably be identified as the origin of the failure of the TTT approach, where only quadrupole ($J=2$) bosons were considered.
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